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What is Big Data?
• The Description

• The Four V’s
• Volume (how much)

• Velocity (how fast)

• Variety (how different)

• Veracity (how good)

• The Challenge

• The Four C’s
• Creation

• Collection

• Connection

• Context

What is Big Data?
My Bottom Line:  Any data that doesn’t easily fit into Excel!



Big Data Examples

• Data Sources
• Google searches

• Grocery store 
purchases

• Facebook likes

• Tweets

• Cell phone usage

• Car tracking by 
Insurance companies

• Governmental records

• Anything the NSA is 
interested in

• Data Analysis
• Algorithms are often 

deceptively simple
• Correlation

• Regression

• Decision trees

• But not always
• Support Vector 

Machines

• Neural Networks

• Natural language 
processing



Biomedical Big Data in Research
The Potential

• Improve the description of the natural history of disease
• Variability and clustering of symptoms

• Penetrance of genetic mutations

• Discover new disease associations with biomarkers

• Better understand the underlying physiology of a trait

• Better understand the influence of social and physical environment

• Identify targets for drugs

• Recover shelved drugs

• Develop new and refine existing therapies

• Identify the weak points in health care delivery

• Refine the processes for healthcare delivery

• Use this information to improve healthcare delivery to individuals
• Precision medicine

• Use this information to improve the health of communities
• Move the needle



Big Data in Biomedicine

Types

• Electronic Health Records

• Biological data
• Genomics (DNA sequence)
• Clinical laboratory measures
• Proteomics data
• Metabolomics data
• Microbiome data
• Imaging data

• Administrative (billing) data

• Governmental data

• Physical environmental 
exposure data

• Social environment data

Challenges

• How do we capture and 
store these data?

• How do we standardize 
these data?

• How do we normalize and 
interconnect these data?

• How do we integrate these 
data?

• How do we mine these data?

• How do we interpret these 
data into knowledge?

• How do we apply this 
knowledge to improve 
health?
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Institute For Computational Biology

• Mission
• Advance our fundamental knowledge of human biology through 

the use of computational methods on big and diverse datasets
• Promote the translation of this knowledge into better diagnosis, 

prognosis, treatment, prevention, and delivery

• Approach
• Leverage Cleveland-wide catchment of clinical, epidemiological, 

biological, socioeconomic, and administrative data in ethnically 
and economically diverse populations

• Integrate disparate data types across datasets
• Promote collaboration through data sharing
• Enable and encourage innovative analytical approaches to 

these datasets
• Advance and enhance educational opportunities

• Collaborative Funding
• Case Western Reserve School of Medicine
• Cleveland Clinic Foundation
• University Hospitals
• MetroHealth (MOU in progress)
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ICB Infrastructure
Data Capture and Management

• Investigator Initiated Studies (SHED)
• Human subjects (IRB-approved)

• Legacy, ongoing, and new projects

• Project-specific focused and detailed data collection

• Project-specific data structures and queries

• Identification of commonalities/datasets across 
individual studies

• Biomedical Big Data warehouse (CLEARPATH)
• Provide a platform to capture and integrate multiple 

streams of data

• Provide access and resources to

• Query the data

• Develop datasets for research

• Analyze the data and interpret the results



Safely Held Electronic Data (SHED)
Research Project Management

• Provides a standardized platform to support 
PI-initiated research studies
• Enterprise level integrated software infrastructure
• Unique ID for each participant
• Data housed in a secure data center
• Data management expertise

• Advantages
• Greatly reduces the risk of data breaches
• Standardizes and harmonizes data collection 
• Allows real-time exploration of aggregate de-identified data 

across studies
• Increases collaborative opportunities
• Maximizes value of existing/ongoing generated and collected 

data

• Governance structure and SOPs to assure 
appropriate access and management of data



CLEARPATH
Biomedical Big Data Warehouse

• Comprehensive database with Limited Data Set 
contribution from all (3) major Cleveland 
healthcare systems
• Create connected data (Biospecimens, EHR clinical 

phenotype, ‘Omics data)
• Create a synthetic record for each person across 

systems
• Minimizes patient duplication across institutions

• Robust and flexible data model
• Manage a wide range of disease biomarkers, disease 

classification/ stratification/ staging systems
• Include processed ‘omics, imaging, etc. data

• Researcher friendly portal
• Enables feasibility and preparatory pilot queries
• Allows research cohort discovery across the 

aggregate data
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ⁱ In accordance with HIPAA Privacy Rule 164.514(c) and 164.514 (b) (1). 
Expert review letter available upon request



De-identification of Individual Records
HealthLNK: Hashed De-Identification

• A technology solution that:
• Provides a federated, hashed form of master person 

indexing across a research network without sharing PHI 
outside of a hospital firewall

• Enables participating institutions to perform person re-
identification upon approved requests

• Identifies duplicate individuals across institutions; enables 
aggregation of an individual’s data across systems: a 
synthetic medical record

• Privacy expert reviewed – meets HIPAA HITECH law
• Only shares de-identified data outside hospital network
• De-identification & re-identification in accordance with 

HIPAA Privacy Rules 164.514 (b)(1) and 164.514(c)

• Already in use supporting PCORI Capricorn research 
network in Chicago
• 11 clinical institutions sharing data (including 2 VA 

hospitals)
• HealthLNK approved by VA’s central office in DC 



How Does This Look in Real-Life?
PHI Input:  (File or database inside Hospital Firewall)

Hashed De-ID Output:  (Data sent out of hospital)

* Simulated 
Data



Governance Policies

• Identified data remains behind each 
hospital’s firewall

• Credentialing at CWRU before access

• Common Data Use Agreement before 
accessing the data and/or creating a limited 
data set (LDS)

• Simplified IRB approval for LDS’s

• IRB approval from each system for access 
to identified data (Reliant IRB)

• No comparative analyses across systems
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EPBI Core Activities
Quantitative Cores

• Study Design
• Proposal development
• Critiquing and improving study designs
• Budget development for analytical support

• Study Monitoring
• Assessing data quality for ongoing studies
• Evaluating proposed changes to studies in progress

• Data Management
• Data capture and storage applications
• Data cleaning and quality assurance

• Data Analysis
• Summarizing the data
• Develop new methods as needed. 
• Interpreting the results appropriately
• Development of reports, presentations, and publications



ICB Core Activities
Computational Biology Core

• Provide analytical expertise for complex datasets

• Initial focus on genomics data
• Processing and analysis of DNA sequences

• Processing and analysis of RNA sequences

• Processing and analysis of gene expression data

• In silico functional annotation of variants

• Management to be integrated into the CWRU/CTSC 

Quantitative Cores umbrella

• Business model
• Service model:  chargebacks on a project/hourly basis

• Collaborative model:  salary and resource recovery 

directly via grants



ICB Core Activities
Bioethics Core

• Joint effort with Department of Bioethics

• Support development of policies and 
governance structures to address
• Privacy
• Informed consent (universal consent)
• Data sharing

• Provide support for revising consent forms

• Provide support for interaction with the public
• Community outreach
• Educational materials

• Business Model
• Collaborative activities
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Alzheimer’s Disease

27

• Aging population.

• AD is common dementia with a shared 
pathology, but likely not etiology.

• No proven treatment or prevention (NIA 
mandate)

Pedigree of FAD-RO1. 



Integration of Alzheimer Research

Project Acronym

Collaborative Aging and Memory Project CAMP

The Alzheimer Disease Genetics Consortium ADGC

The International Genetics of Alzheimer Project IGAP

The Alzheimer Disease Sequencing Project ADSP

Cleveland Alzheimer Disease Center CADC



Collaborative Aging and Memory 
Project (CAMP)

• Goal:  Understand the genetics of successful 
aging and cognitive impairment

• Study population: Genetically isolated Amish 
communities in Ohio and Indiana

• Advantages:
• Known Alzheimer genes are not as common in the 

Amish

• Inter-related well documented pedigrees

• Stable families

• Relatively homogeneous environment

• Identified potentially important genetic targets
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Alzheimer Disease Genetics 
Consortium (ADGC)

• Goal:  Completely 
describe the genetics of 
Alzheimer disease

• Collaboration of > 15 
U.S. based Alzheimer 
Genetics Researchers

• Samples of families, 
cases, and controls 
from over 20,000 cases 
and 15,000 controls



International Genetics of Alzheimer’s 
Project (IGAP)

>74,046 persons, 10 new loci + SORL1 = 22 LOAD genes

Stage 1: 1000G GWAS (8M SNPs) in 17,008 AD cases, 37,154 controls

Stage 2: Custom chip: 11,632 SNPs in 8,572 AD cases, 11,312 controls

~25 LOAD genes identified to date
3 pathways: protein processing, inflammation and lipids



Alzheimer Disease Sequencing 
Project (ADSP)

• February 7, 2012: Presidential 
Initiative announced to fight 
Alzheimer’s Disease (AD)

• NIH to develop and execute a large 
scale sequencing project to 
understand AD genetics 

• Immediate Goals:
• Identify novel risk raising genetic variants
• Identify novel protective genetic variants

• Long-term objective: to facilitate 
identification of new pathways for 
therapeutic approaches and 
prevention 



ADSP Dataset

• Whole Genome DNA Sequencing
• 583 individuals in 111 families

• 6 billion bases/person

• 3.5 trillion bases of information

• Whole Exome DNA Sequencing
• 5,000 unrelated cases

• 1,000 enriched cases

• 5,000 elderly controls

• 75 million bases/person

• 825 billion bases of information



Cleveland Alzheimer Disease 
Center (CADC) Initiative

• A collaborative effort
• Cleveland Clinic (Leverenz)
• University Hospitals (Lerner)
• Case Western Reserve University (Haines)

• Alzheimer Disease Center goal is to support 
a wide range of Alzheimer disease research 
through
• Clinical assessments
• Research core support
• Education
• Outreach
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A Thought Experiment

• In 2014 University Hospitals had:
• 923,000 unique patient visits

• 84,000 surgeries

• Metropolitan Cleveland has 2,100,000 people

• Northeast Ohio has 4,300,000 people

• University Hospitals may have provided care for as 
many as
• 40% of Metropolitan Cleveland

• 20% of NEO

• If we collect data and samples on just 20% of the UH 
patients
• 185,000 samples (e.g. blood)

• 17,000 tissue samples

• What could you do with those data?



EHR

Integrating Data Types
Determinants of the Human Phenome

Genomics

Transcriptomics

Proteomics

Metabolomics

Physical 
Environment

Social Environment

Health


